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Detecting Outliers with Correlated Measures Introduction: Contextual Outliers in Big Data

Motivation

@ In large-scale sensor datasets, there could be a significant amount of
outliers due to sensor malfunction or human operation faults.

| New York

SR A

Google
Figure: short L2 distance between pickup (A)

Figure: long moving distance but
& & & and dropoff (B) but long trip distance

unreasonably low trip fare

@ Such outliers in the original datasets can break effective travel time g
estimation methods [WKKL16]. 'a
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Detecting Outliers with Correlated Measures Introduction: Contextual Outliers in Big Data

Contextual Outlier [SWJR07]

o Typical outlier detection defines a sample as an outlier if it significantly
deviates from other data samples. = not apply in our case.

A .
A
A -long trip.
(A is flagged as outlier by
° spatial proximity approach)
B ° B - detour trip.
o o C - GPS tracker failure.
. . (B and C are flagged as outlier
- ° w.r.t attribute correlation)

Travel distance

[
»

L2 distance of end points

@ We detect outliers based on empirical correlations of attributes. (e.g.,
trip time and trip distance)

o Contextual outlier detection: use the correlation between contextual
attributes and behavioral attributes [SWJR07, HH15, LP16].

@ Anomaly: attributes of a data sample significantly deviate from =
expected correlations.
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Detecting Outliers with Correlated Measures Introduction: Contextual Outliers in Big Data

Related Work

@ One problem with contextual outlier detection
[SWJRO07, HH15, LP16] is that outliers can bias a model learned from

noisy data.
® — model
.E,J’ —— bias model
a e data
= . % outliers
b= .
© ®e
— L]
o = *
Qs e e U
% . « ®
% x x
o X
xX

contextual attribute

@ Clean data is almost not available = contextual outlier detector
trained on noisy data.

@ Our solution: a robust regression model that explicitly considers '3
outliers.
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Detecting Outliers with Correlated Measures Outlier Modeling

Outlier Detector Overview

e Input: Data & Correlation templates (j, S) where j is behavior
attribute and S is a set of contextual attributes

e Output: flagged suspicious records.

o A filter:

@ take correlation template (j, S) and learn, for each record Z;, how to
predict behavior attribute Z;[j] from contextual attributes Z[s] for
seSs.

@ assign an outlier score t; to every record.

© provide an estimate for the total number of outliers.

@ A record is marked as outlier if at least one filter marks it as an outlier.

flag

Data -
*E Flagged Data
:: >||Filter: E I

Correlation -’ - '::>

20templates - : :
o, )

i

036912 ¢

Outlier Detector
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Detecting Outliers with Correlated Measures Outlier Modeling

Mixture Model

e For a correlation (j, S), let y; be behavioral attribute value and x; be
the vector of contextual attribute values in S.

@ Learn a model that can predict y; from the attributes x;.

Yi=W-X+¢€
@ Model the prediction error: a mixture of light-tailed distributions (for
non-outliers) and heavy-tailed distributions (for outliers).

@ Assume there is a probability p that a data point is an outlier = Noise
distribution €; for record i: with prob. 1 — p it is a Gaussian, and with
prob. p it is a Cauchy random variable.
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Detecting Outliers with Correlated Measures Outlier Modeling

Parameters Learning

e EM algorithm [DLR77] to solve the likelihood function L. (see backup
slides 68, 69)

o E step:
o parameter 7; of Cauchy density
e estimated probability that it is an outlier t; (i.e. expected value of x;)
e scale parameter b

o M step:

o estimated fraction of outliers p
o the variance of non-outliers o2
e model coefficients w

@ Outlier labeling: every filter model assigns to every record i a score t;.

It then labels a record an outlier if it has one of the top K values of t;
where K = [>"7 ; tj| ~ p x total number of records n.

i=

January 15 2019 12 / 90



Detecting Outliers with Correlated Measures Experimental Results

Outline

@ Detecting Outliers with Correlated Measures

@ Experimental Results

January 15 2019 13 / 90



Detecting Outliers with Correlated Measures Experimental Results

Experiment Setups

Datasets: NYC Taxi, Intel Lab Sensor, EINino, Houses
Baselines:

o Density-based method. A widely referenced density-based algorithm
LOF [BKNSO00] outlier mining.

@ Distance-based method. A recent distance-based outlier detection
algorithm with sampling [SB13].

OLS. The linear regression with ordinary least square estimation.
GBT. The gradient boosting tree regression model [Fri01].
CAD. Conditional Anomaly Detection [SWJRO07].

ROCOD. Robust Contextual Outlier Detection [LP16].

Qe
be
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Detecting Outliers with Correlated Measures Experimental Results

Intel Sensor Data Results

@ No ground truth = validate with findings in the Scorpion system
[WM13], & case study.

@ Observed a general sensor's malfunction pattern as it is unlikely to be
real temperature in the lab.
@ A decreasing trend in voltage for this batch of sensors.
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Detecting Outliers with Correlated Measures Experimental Results

NYC Taxi Data Results

@ We designed a human labeling system for experienced taxi riders to

determine outlier trips.

o Evaluation metric: Precision @x — # trips whose rank < k and label = Outlier
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Detecting Outliers with Correlated Measures Experimental Results

Experiments on Synthetic Outlier Data

@ We inject synthetic outliers into Elnino and Houses datasets.
@ Perturbation scheme: inject g % of outliers into N data samples.
o randomly select g x N records z; = (X}, y;) to be perturbed.
e a random number from (0, «) is added up to target attribute y; as y;’.
o add new sample Z’ = (X}, y;’) as outlier.
e Evaluation metric: the Area Under the Curve (AUC) of the
Precision-Recall curve.
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Detecting Outliers with Correlated Measures Experimental Results

Synthetic Outlier - Perturb Behavioral Attributes (Houses)

@ Our outlier detector consistently performs the best when more outliers
are involved.

Table: PR AUC w.r.t different fractions of synthetic outliers in behavioral attribute

Houses

method q=0.01 | q=0.03 | q=0.05 | q=0.1 | q=0.15

Doc | 093 | 0.92 | 0.93 [ 0.95 | 0.96

ROCOD (non-linear) | 0.50 0.49 0.50 0.49 0.50

CAD 0.58 0.67 0.68 0.72 0.75

OLS 0.92 0.91 0.92 0.91 0.91

GBT 0.93 0.91 0.92 0.91 0.91

distance-based 0.76 0.19 0.57 0.4 0.39
density-based 0.84 0.58 0.46 0.53 0.58 g

\r "%
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Detecting Outliers with Correlated Measures Experimental Results

Synthetic Outlier - Perturb Contextual Attributes (Houses)

@ A small fraction of outliers in contextual attribute hurts the
performance considerably for the other methods.
@ Our method is robust and resistant to the fraction of outliters.

Table: PR AUC w.r.t different fractions of synthetic outliers in contextual
attribute

Houses
method q=0.005 | q=0.01 | q=0.03 | q=0.05 | q=0.07

y Doc | 086 | 0.80 | 0.88 | 0.88 | 0.91

ROCOD (non-linear) 0.03 0.01 0.02 0.04 0.05

CAD 0.51 0.54 0.56 0.61 0.63

oLS 0.84 0.75 0.71 0.59 0.50

GBT 0.04 0.04 0.08 0.11 0.15

distance-based 0.54 0.73 0.22 0.20 0.42
density-based 0.01 0.01 0.03 0.04 0.06 @
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Detecting Outliers with Correlated Measures Experimental Results

Synthetic Outlier- Degree of Outlierness (Houses)

@ As « increases, larger magnitude of noise will have more chance to be
added to the original value.
@ Our performance increased as more extreme outliers are added.

Table: PR AUC w.r.t degree of outlierness « in contextual attribute

Houses
method a=30] a=50] a=100| a =300 [ o =500

Doc | 075 | 0.8 | 094 | 0.97 | 0.99
ROCOD (non-linear) | 0.01 0.01 0.01 0.01 0.01
CAD 0.37 0.54 0.58 0.74 0.85
OLS 0.72 0.75 0.87 0.86 0.83
GBT 0.04 0.04 0.03 0.02 0.01
distance-based 0.14 0.73 0.79 0.85 0.80

density-based 0.01 0.01 0.01 0.02 0.05@
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Detecting Outliers with Correlated Measures =~ Summary

Contributions

@ We develop a system to detect outliers by correlations between
measurements.

@ It is a robust model as compared to the existing algorithms built on all
the data records where their model parameters are skewed by outliers.

@ We compare our approach against traditional outlier detectors,
contextual outlier detectors and regression models. Our method
outperformed competing methods and continues to perform well even
in situation where other methods break down.
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Differentially Private Count-of-counts Histograms

Background

Alice

@éﬁ_

Bob

-

Carol

@gﬂ_

The Privacy

E.g.

Census
Qprivate(DB)

Database: DB

E.g.
Economists

|l'_3l

Lim

@ The goal of differential privacy : analyzing aggregated personal data
with guarantees of not disclosing individual records

o Utility for user: gprivate(DB) should close to q(DB)

January 15 2019
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Differentially Private Count-of-counts Histograms Background

Differential Privacy

Definition (Differential Privacy [DMNS06])

A mechanism M satisfies e-differential privacy if, for any pair of databases
D1, D, that differ in one tuple, and for any possible set S of outputs of M,
the following holds: P(M(D;) € S) < e P(M(D;) € S)

@ Attacker should not be able to use output S to distinguish between

any D; and D»
@ Smaller € implies more privacy so worse utility

Alice

iy E

9.
Bob Eg Economists

q Census
Query: q
& l lsks I
Carol _m — wWw | —— p — ‘
- |
R — Database: DB ;
% q(DB) + Noise

E.g. Laplace Mechanism
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Differentially Private Count-of-counts Histograms Introduction: hierarchical count-of-counts histograms

Scenario
@ Table Persons(person name, group id, location)
@ A hierarchy I' on location associated with each group
name g id loc. a
Alice Kl 3 Queries: In the United States,
Bob 1 a @ How many groups have size 1 ?
Carol 1 a @ How many groups have size 2 7
Dave 1 a In New York,
Eve 2 b
Frank 2 b e How many groups have size 1 7
Judy 3 a e How many groups have size 2 ?
Nick 4 b
Application:

@ group = a taxi, data item = a pick up, size = # of pickup

@ group = a census block, data item = a person of a specific race, '3
size = # people of a specific race .
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Differentially Private Count-of-counts Histograms Introduction: hierarchical count-of-counts histograms

Convenient Views of the Dataset

@ A=SELECT groupid, COUNT(*) AS size FROM Persons GROUPBY
groupid
@ H=SELECT size, COUNT(x) FROM A GROUPBY size

SQL query resulting table A:

g id size loc. e count-of-counts histogram (coco) H is
1 7 | a Hf°°t [2,1,0,1]
2 | 2 | b ~ 10,01
3 1 a e unattributed histogram [HRMS10] H, is
4 1 | b Hr°°t [1,1,2,4]

=[1,4]
° cumulative count-of-counts histogram H, is

Hr°°t [2,3,3,4]
=[1,1,1,2]
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Differentially Private Count-of-counts Histograms Introduction: hierarchical count-of-counts histograms

Protect Privacy

Definition (Differential Privacy [DMNSO06])

A mechanism M satisfies e-differential privacy if, for any pair of databases
Dy, D, that differ by the presence or absence of one record in the Persons
table, and for any possible set S of outputs of M, the following is true:

P(M(Dy) € S) < e P(M(D,) € S)
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Differentially Private Count-of-counts Histograms  Introduction: hierarchical count-of-counts histograms

Geometric Mechanism

Definition (Sensitivity)

Given a query g (which outputs a vector), the global sensitivity of g,
denoted by A(q) is defined as:

A(q) = e llg(D1) — q(D2)|l1,

where databases D;, D, contain the public Hierarchy and Groups tables,
and differ by the presence or absence of one record in the Persons table.

Definition (Geometric Mechanism [GRS09])

Given a database D, a query g that outputs a vector, a privacy loss budget
€, the global sensitivity A(q), the geometric mechanism adds independent
noise to each component of g(D) using distribution:

P(X = k)= 176_2 —elkl/A@) (for k = 0,41, +2, etc.). This distribution
is known as the double—geometric with scale A(q)/e.
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Introduction: hierarchical count-of-counts histograms

Differentially Private Count-of-counts Histograms

Problem Definition

For each node 7 in hierarchy I, create differentially private estimate 7.H of
count-of-counts histogram H such that
o 7.H is a count-of-counts histogram (its entries are nonnegative

integers)
e The counts are accurate (7.H and 7.H are close)
o 7.H matches publicly known total number of groups G in 7
@ satisfy consistency: children histograms sum up to the parent
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Differentially Private Count-of-counts Histograms Introduction: hierarchical count-of-counts histograms

Error Measure

e The Earthmover's distance (emd): the minimum number of people
that must be added or removed from groups in 7.H to get 7.H

emd=|H-He |y =|Hg-Hyly =2

Lemma ([NLVOT7])

The earthmover's distance between H and H can be computed as

||AHC — ﬁc| 1, where Hc (resp., ﬁc ) is the cumulative histogram of H (resp.,
H). It is the same as the Ly norm in the Hg representation when the
number of groups is fixed
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Differentially Private Count-of-counts Histograms  Non-hierarchical count-of-counts histograms publishing

Naive Strategy

8

6 5
3
5 Add Noise [ B Post
0 II ™ 0 PrOCeSS
2 2
1 £=1.0 1
0 I '] IO 00 I 000

H

@ H: Add independent double-geometric noise with scale 2/€ to each
element of coco histogram H
@ Post-process H with optimization problem:

H= arg min Hﬁ— QH%
H

st. H[i]>0foralli and Z Hlil=6G

© To get integers, we set r = G — Z,Lﬁ[/]j round the cells with the r

largest fractional parts up, and round the rest down.
@ Solver: quadratic program (e.g., Gurobi [GO16])

o
\
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Differentially Private Count-of-counts Histograms Non-hierarchical count-of-counts histograms publishing

Unattributed Histogram [HRI\/ISlO] Hg

Post
Add Noise 2 Process
o 0 |||

Hg

@ Convert coco histogram H = unattributed histogram H,

(2] ﬁg: Add independent double-geometric noise with scale 1/¢ to each
element of H,
© Post-process with optimization problem with either p =1 or p = 2:

Hy = argmin || Hy — Hyl|?
Hg

st. 0< Hgli] < Hgli+1]fori=0,...,6—1
@ Round each entry of Iflg to the nearest integer and convert it back to H

© Solver: min-max algorithm [BB72], pool-adjacent violators (PAV) 'a
[BBBB, RW*68], Gurobi [GO16] .
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Differentially Private Count-of-counts Histograms Non-hierarchical count-of-counts histograms publishing

Cumulative Sum Histograms H

Post
Add Noise Process
I I £_1 0 I I I

o C~onvert coco histogram H = cumulative sum histogram Hc
@ H.: Add independent double-geometric noise with scale 1/e to each
element of H,
© Post-process with optimization problem with either p =1 or p = 2:
HcfargmlnHH ch

c

st. 0< Hi] < He[i+ 1] fori=0,....K

and H[K] =
@ Round each entry of H, to the nearest integer and convert it back to H
© Solver: min-max algorithm [BB72], pool-adjacent violators (PAV) Lo

[BBBB, RW+68], Gurobi [GO16]
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Differentially Private Count-of-counts Histograms  Non-hierarchical count-of-counts histograms publishing

Methods Summary

@ Naive approach had several orders of magnitude worse error than the
unattributed histogram Hg and cumulative sum histogram H¢ method

@ For most datasets, Hc method generally performs better

e For sparse datasets, Hg method is better

January 15 2019 38 / 90



Differentially Private Count-of-counts Histograms

Ruling out Naive Strategy

Non-hierarchical count-of-counts histograms publishing

e Naive strategy's average error is in the billions

Table: Average error with ¢ = 1.0 at top level

Method Synthetic White Hawaiian Taxi
Naive | 4,462,728,374 | 4,809,679,734 | 4,027,891,692 | 208,977,518
Hc 3,742 1,838 254 2,819
Hg 2,219 6,115 516 11,227

January 15 2019
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Differentially Private Count-of-counts Histograms  Hierarchical count-of-counts histograms publishing

Non-hierarchical Methods Issue

@ Estimate coco histograms at each node 7, ¢1, &

o Drawback: parent 7.H does not equal to the sum of children
(Cl.H + C2.H)

646 648 |
498 499
= -
186 208 it.H 183 208
0o 1 2 3 i 0o 1
Size N Size Y
4
I - - 1
348
31 | G 299 208
c-H 199 &.H 200
103 i
s 83
0o 1 2 o 1 2 3
- Size yi Size e
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Bottom-up Aggregation

@ Estimate coco histogram H only at the leaves

© Aggregate them up the hierarchy

root.H,

<@@@@@@®®@
|

® © ®© ® ©/|lo © ® 0]

a. Hy b. Hy

o ollo]le efle]le o o]

ay. Hy a,.Hy az. Hy by. Hy b,.Hy

e Drawback: it introduces high error at non-leaf nodes (like in other
hierarchical problems [HRMS10, QYL13])

Qe
be
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Consistency Solution

@ Our proposed solution:

© Converts estimated coco 7.H => the unattributed histogram T.ﬁg

@ Find a 1-to-1 optimal matching between groups at the child nodes and
groups at the parent node

© Merge those two estimates

[0 @ ®© © @ & @ ©® o] |

root.fl,

Figure: Before matching Figure: Consistency result
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Differentially Private Count-of-counts Histograms  Hierarchical count-of-counts histograms publishing

Optimal Matching Algorithm

@ For each node 7 and its children, we set up a bipartite weighted graph

@ There are 7.G vertices on the top: (7,1),(7,2),...,(7,7.G). Each
vertices on the bottom has the form (¢, ), where c is a child of 7 and
J is an index into c.ﬁg

o Edge between every vertex (7, i) and (c,j) has weight
\T.ﬁg[i] — c.ﬁgﬂ]\: measure the difference in estimated size

Parent T

Child ¢, Child ¢,
@ Our desired matching is least cost weighted matching on this bipartite
graph
o Optimal algorithm: matching the smallest unmatched group in 7 to p=
the smallest unmatched group among any of its children @
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Hierarchical count-of-counts histograms publishing

Top-down Consistency

[0 © @ ® » @ § § 0|
root.H

g BRI > o ©

o /® @ ® 0 ® 0

Figure: Level 0 and Level 1 consistency matching

|® @ ®© @ ®@ ®@ ®@ & o]

©.Q 9 ® 0
X R ||
9| div © ©
a1, apf, a0, by Hy by H,

Figure: Level 1 and Level 2 consistency matching

2]

(%]

Consistency matching at
top level

Use new estimates for
next level consistency

Use the new merged
estimates at the leaves
for back substitution to
get unattributed
histogram:

H? =[1,1,1,2,9]
HE =11,3,3,6]
Heot = [1,1,1,1,2,3,3,6,9]

Convert consist
unattributed histogram in@
count-of-counts histogram
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Initial Variance Estimation

Recall: we convert 7.H into the unattributed histogram T.ﬁg.
For each i, we need an estimate of the variance of the it largest group
.H, ¢ [i], so that it can be used to merge two estimates during matching.
@ Let S; be the number of groups that were in the same partition as 7 in
the solution I

A 4
4 4 33
3
2
So
1l :
T.[‘T T}T

@ Let € be the privacy budget used in node 7 in level £ of T
For the Hg method:

o Variance estimate for the i*h largest group: 7.V,[i] =
For the He method:

@ Variance estimate of the it largest group: @
7.Vg[i] = 4/(€® x number of estimated groups of size 7.H,[i])

2
[Sile2
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Differentially Private Count-of-counts Histograms  Hierarchical count-of-counts histograms publishing

Merge Estimates

Given a node 7, the matching algorithm assigns one group i in 7 to one
group j in some child of 7

= for every group, two estimates of its size: T.ﬁg[i] and c.ﬁgU] &
estimates of variance 7.V, [i] and c.Vg[j]

@ Optimal linear combination of the estimates [HRMS10]: weighted

average
T.Hg[i] | c.Hglj] 1 1
(el + <) / (m + <om) 1)
and the variance of this estimator is
—1
1 1
(2w + <om) (2)
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Differentially Private Count-of-counts Histograms Experimental results

Experiments

Use 4 datasets:

e Race distribution - White (2010 Census data [Burl2]): For West
Coast/State/County and a given race, for each j, how many Census
blocks contain j people of that race?

e Race distribution - Hawaiian [Burl2]

o Partially synthetic housing: The number of individuals in each
facility is important but this information was truncated past
households of size 7 in the 2010 Decennial Census Summary File 1
[Burl2]. We add a heavy tail as would be expected from group
quarters (e.g., dormitories, barracks, correctional facilities).

e NYC taxi: In 2013, how many taxis had j pickups in
Manhattan/Town/Neighborhood?
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Differentially Private Count-of-counts Histograms Experimental results

Weighted Average Estimation Comparison

@ Two choices at each level: Hc, Hg
o Weighted average method consistently produces large reductions in
error at the top level

(771 HxHe_avg — mmm HoxHc_weight 777 HgxHc_avg — mmm HoxHc_weight 00 HcxHg_avg @ HoxHg_weight

average emd
average emd
average emd

1)

average emd
average emd
average emd

005 o1 To
budget budget
(d) partially synthetic housing (state) (e) white (state) (f) hawaiian (state)

Figure: Merging estimates using weighted average vs. normal average. x-axis: "‘e\g
privacy budget per level.
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Differentially Private Count-of-counts Histograms Experimental results

Comparison to Bottom-up Aggregation

@ Allocate all privacy budget (total privacy budget of ¢ = 1.0 in the
table) to the leaves and set the coco histogram of a parent to be the

sum of the histograms at the leaves

@ Very low error at the leaves but higher error everywhere else

] Part. Synth. \ White \ Hawaiian \ Taxi
Level 0
BU 78,459.0 | 448,909.0 | 13,968.0 | 20,731.0
H, 32,480.0 | 17,000.0 | 1,381.0 | 10,547.0
Level 1
BU 1,512.2 8,722.0 270.1 | 10,405.5
H. 1,000.3 1,511.8 117.7 | 5,431.5
Level 2
BU 24.9 152.3 4.3 772.8
H. 80.1 363.8 21.6 1,601.8 to
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Differentially Private Count-of-counts Histograms Experimental results

3-Level Hierarchy Results

o HoxHocH,  mm HoxHoH.

e Two alternatives T
Hg x Hg x Hg and ' |. ihl
HC X HC X HC I.J .‘ L

o3 Al oz “odm 10 oo a1 oz o 1o oo a1 oz Tosw 10

(a) partially synlhelc housi ing (Level 0) (b partially synmeuc hcusmg (Level 1) (c) partially synmeu< hnusmg (Level 2)

@ Data dependent

performance: Hc i' il
erforms better in ii LL ii

dense reg'on Whlle oo ol 0z o3 10 oo o1 02 Tess 1o oo o1 oz Tass 10

(@ white 4 Level ) (e) white Level ) ® white Level2)

Hg performs better
in sparse region
o Figure: 3-level

U oo o1 oz Tes 1o 0033 01 02 0am 10
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9
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Outline

© Differentially Private Count-of-counts Histograms

@ Application to unattributed histograms publishing
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Differentially Private Count-of-counts Histograms  Application to unattributed histograms publishing

Problem Formulation

@ Given a unattributed histogram H,, create differentially private
estimate Hg for Hg such that

° : is a unattributed histogram (entries are nonnegative sorted integers)
o The values (i.e. group size) are accurate (Hg and H, are close)

3 3 4
5 3
Algorithm 2 2
T I 1 II
H H,

g g
@ Error measure:
o Ly error: ||Hg — Eng
o Ly error: ||Hg — Hgll2 2
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© Differentially Private Count-of-counts Histograms

@ Empirical Evaluation
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Differentially Private Count-of-counts Histograms Empirical Evaluation

Experiments

Use 30 datasets from different scales:

@ small-scale: datasets from [LK13], 5 race categories and taxi data at
level 1 (e.g. state level)

e medium-scale: datasets from Yahoo! passwords [Bon12] and taxi data
at top level. The HMM. forward-backward and HMM.viterbi are
excluded due to long run time

@ large-scale: datasets from Yahoo! passwords and 5 race categories at
top level (e.g. U.S.). Only consider efficient algorithms
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Differentially Private Count-of-counts Histograms Empirical Evaluation

|dentify Competitive Algorithms

Social Network trace
Ly error L error L1 error Ly error
Hc.L1 288.0 22.7 136.4 21.6
Hc.L2 316.2 28.9 173.2 29.8
Hg.L1 684.4 27.1 150.6 14.5
Hg.L2 1001.2 32.4 192.2 15.8
PFL 525.8 25.0 154.2 17.3
HMM. fb 721.8 27.5 163.0 13.8
viterbi 790.4 29.1 171.8 14.4
DAWA+Hc 623.4 34.4 216.2 26.9
DAWA+Hg 958.8 34.7 242.0 22.0
DAWA+H 18766.4 7437.2 10035.6 2036.4
AHP+Hc 4176.8 1379.9 1009.6 339.8
AHP+Hg 3455.2 74.6 4168.8 110.4
AHP+H 23517311.0 1238953.1 10627347.8 835915.6
HbTree+Hc 1724.6 196.9 496.6 95.3
HbTree+Hg 4580.2 75.8 992.2 47.1 s
HbTree+H | 1119693450.0 | 10517399.4 | 221270147.2 | 4698290.4 .
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Differentially Private Count-of-counts Histograms Empirical Evaluation

L1 Error Results

@ Hc.L1 is usually good at Ly error except for partially synthetic housing
data (at west coast).

Hol2 boHMMven b H ML + ho DAWASH, b HoL2
DAWASH, - Holl .y prL piL Hol2

(0 yahoo-usage fickr

[ 0
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Differentially Private Count-of-counts Histograms Empirical Evaluation

L> Error Results

@ For e < 1.0: PFL consistently produces good L, errors
@ For € > 1.0: When the fraction of tail in coco histogram is large, use

Hg.L1 or Hg.L2. when the fraction of dense (i.e. large counts) region
in coco histogram is large, use Hc.L1

b Holz 4 HMM.vtebi  + K1
DAWA +H, PL e Ml Hol2
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@ Summary
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Differentially Private Count-of-counts Histograms =~ Summary

Conclusion

@ Introduced hierarchical count-of-counts problem, along with
appropriate error metrics

@ Proposed a differentially private solution that generates
non-hierarchical and hierarchical version of count-of-counts histograms

@ In publishing count-of-counts histograms, Hc method generally
performs better on dense dataset while datasets with more sparsity
favor Hg method

@ |dentify methods that could be used for unattributed histogram task

@ Empirically evaluate methods on a variety of datasets and provide a
better understanding for when the competitive algorithms do well
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Contributions
Thesis Contributions

@ Develop a system to detect outliers by correlations between
measurements which facilitates the public or research use of
large-scale datasets collected from a network of sensors

@ Introduce hierarchical count-of-counts problem along with appropriate
error metrics

@ Propose a differentially private solution for non-hierarchical and
hierarchical count-of-counts histograms which could be used for tables
that are published in truncated form in Summary File 1 of the 2010
U.S. Census

@ Empirically evaluate methods for publishing unattributed histogram on
a variety of datasets which provides data owner a guidance of when
the algorithms do well
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Contributions
Future Directions

For outlier detection,

@ In some scenarios, sensors collect time-series data. Such temporal
factor could be considered with the correlations between attributes in
modeling the outlier

@ The current outlier model could be adapted to an active learning
based approach to expand its application

For differentially private histograms,

@ In data-dependent situation, models that take datasets as input and
predict the least error algorithm could be helpful for data owner to

select algorithms
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Likelihood Function

@ A zero mean Gaussian with unknown variance o2 has probability
density
2

s o0l 15)
exp(—
2702 P 202
@ Cauchy distribution with scale parameter b is a heavy-tailed

distribution with undefined mean and variance = ideal for modeling
outliers.

fe(ei; 02) =

e A sample ¢; from this distribution: first sampling a value 7; from the
Gamma(0.5, b) distribution then sampling ¢; from the Gaussian(0,
1/7;) distribution [BL09]:

BO-5 \/Ti T2
f. T _ i0.5—1 —bT;i ! AT
c(€i, i, b) 7|_(0.5) T, e —mexp( —)
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Likelihood Function (Cont.)

© Latent indicator y;: where the error of contextual attribute X; comes
(i.e. from Cauchy or Gaussian)

@ With the model parameters w, unknown noise parameters o
(variance of non-outliers), p (outlier probability), b (scale parameter of
outlier distribution), the likelihood function is

2

L(Vvﬂ 0-27 p’ b’ X’? 7?)

n

=11 [(1 —~ p)\/;r7 eXp(_W)] - x

i=1

[p b0> 0.5-1_—br; VTi

Ti()/i — W - )2;)2 )] Xi

—T, e T~ —exp(— 5

r.5)"' V2r
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Synthetic Outlier - Perturb Behavioral Attributes (Elnino)

@ Our outlier detector consistently performs the best when more outliers
are involved.

Table: PR AUC w.r.t different fractions of synthetic outliers in behavioral attribute

Elnino

method q=0.01 | q=0.03 | q=0.05 | q=0.1 | q=0.15

Doc | 096 | 0.97 | 0.98 [ 0.98 | 0.98

ROCOD (non-linear) | 0.73 0.73 0.74 0.73 0.72

CAD 0.80 0.84 0.86 | 0.85 | 0.88

OLS 0.96 0.95 095 | 0.92 | 0.90

GBT 0.96 0.95 095 | 0.92 | 0.90

distance-based 0.81 0.74 0.77 0.83 0.60
density-based 0.21 0.38 0.45 0.38 0.34 g

\r "%
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Synthetic Outlier - Perturb Contextual Attributes (Elnino)

@ A small fraction of outliers in contextual attribute hurts the
performance considerably for the other methods.
@ Our method is robust and resistant to the fraction of outliters.

Table: PR AUC w.r.t different fractions of synthetic outliers in contextual
attribute

Elnino
method q=0.005 | q=0.01 | q=0.03 | q=0.05 | q=0.07
| Doc | 097 | 095 | 097 [ 098 | 0.98
ROCOD (non-linear) 0.01 0.01 0.02 0.02 0.03
CAD 0.80 0.83 0.86 0.88 0.87
oLS 0.92 0.86 0.68 0.45 0.32
GBT 0.11 0.15 0.28 0.37 0.40
distance-based 0.88 0.74 0.81 0.50 0.83
density-based 0.08 0.07 0.08 0.09 0.10 @

January 15 2019 71 / 90



Backup Slides

Synthetic Outlier - Degree of Outlierness (Elnino)

@ As « increases, larger magnitude of noise will have more chance to be
added to the original value.
@ Our performance increased as more extreme outliers are added.

Table: PR AUC w.r.t degree of outlierness « in contextual attribute

Elnino
method a=20]a=30]a=50]a=100 | a=300

Doc | 091 [ 094 | 095 [ 0.98 | 0.99

ROCOD (non-linear) [ 0.01 [ 0.01 [ 0.01 0.01 0.01

CAD 0.78 0.8 0.83 0.87 0.93

OLS 088 | 0.89 [ 086 0.85 073

GBT 017 | 017 | 0.15 0.17 0.17

distance-based 0.21 0.79 0.74 0.88 0.91
density-based 0.13 0.10 0.07 0.05 0.04 @
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Qutlier Rules Discovery

@ The outlier explainer will search for rules that combine features in
ways that respect units

Operators 1 T Operation range Numeric
N . ype —> J—
Numeric features System —> Trees search Rules (R)
Categorical va!ue Categorical
features _ retrieve Rules(Rc)
S Generate rules
search space generation
Meaningful . -
Outlier Rules Ranking Combining Pruning,
Grouping| =

. . rule selection X
Figure: Framework overview - extract outlier rules
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Outlier Rules Discovery - Search Space Generation

@ Operation trees are created by combining numberic features based on
pre-defined type system

o Convert every operation tree into numeric rules by searching for ranges

o Construct initial categorical rules by retrieving the values of categorical
features that result in reasonable recall and precision

cur
time time
operation tree numeric rule categorical rule
Figure: Examples: operation tree, numeric rule, categorical rule o
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Qutlier Rules Discovery - Rule Selection Phrase

Eliminate the numeric rule candidates by pruning and grouping similar
rules together

@ Combine numeric rules and categorical rules to improve the precision
and/or recall

Rank the rules by F1 score

Return top ranked rules
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Top Ranked Ourlier Rules from Intel Sensor Data

@ The majority of outliers are covered by

SRulel: Week 3 A 122.15 < Temp < 175.68
Precision: 1.0 Recall: 0.572

@ Records generating temperature readings € [122.15,175.68) earlier on
Week 1 or Week 2 are located in the upper right corner of the Intel lab
where the coordinates are X < 6 & Y < 17 = sensors in this room
are having shorter lifetime (average 20 days) than the majority ones
(average 35 days)

SRulela:X < 6 A Y < 17 A 122.15 < Temp < 175.68
A (Week 1, Week 2)
Precision: 1.0 Recall: 0.12

@ A decreasing trend in voltage for this batch of sensors

SRuleba: V > 2.81 A Week 4 o
Precision: 1.0 Recall 0.027
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Top Ranked Outlier Rules from NYC Taxi Data

@ The trip time tracking systems provided by Creative Mobile
Technologies (CMT) are programmed differently from Verifone (VTS).

TRulel:|Time - (dtime-ptime)| > 3 sec A CMT
Precision: 0.99 Recall: 0.112

@ Travel time in Manhattan longer than 70 minutes = not common

TRule4: dtime-ptime > 70.7 min
Precision: 0.9 Recall 0.002

@ Average speed is € (3.56mph, 33.27mph) = supported by the fact
that the local speed limit in NYC of year 2013 is 30 mph.

TRule5: D/(dtime-ptime) < 3.46 mph
Precision: 0.92 Recall: 0.24

TRule6: D/(dtime-ptime) > 33.27 mph
Precision: 0.99 Recall: 0.0014 b
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Differentially Private Histograms
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Mean-Consistency Algorithm [HRMS10]

@ Take cumulative coco histograms H. at every node

@ Add independent double-geometric noise with scale 1/€ to each

element of H,

© Post-process with mean-consistency algorithm

Add NmSi Mean- conslsiency 13.66
0
01 2 01 2

0 1

o1 2
o He

29

2

15.. 33I
165

012

He

@ Drawback: counts can be negative and fractional
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Algorithms Designed for Unattributed Histogram

© PFL [BDBI16]: efficient version of exponential mechanism [MTO07]

@ HMM.forward-backward [LK13]: model unattributed histogram H, as
a Hidden Markov Model (HMM) with forward-backward algorithm as
inference procedure. In HMM, the time = group id and the state at
time t = size of group id ¢t

© HMM.viterbi: HMM with Viterbi as inference algorithm

@ Hg: isotonic regression on unattributed histogram

Post

3 3 :
3
2
Add Noise I Process 2 2
11 I 1
I I &=1.0 . I I I
Hy Hy

Hy
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Algorithms Designed for Other Problems

© H¢: isotonic regression on cumulative coco histogram

33
Post 22
Add Noise Process
—-—) - |
&=1.0
0 l
Hg

@ HbTree [QYL13]: hierarchical method for range queries
@ AHP [ZCXT14]: clustering technique for range queries

@ DAWA [LHM14]: 2-stage mechanism for range queries. We adopt its
partitioning algorithm for estimation.
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How We Use Algorithms for Other Problems

2 2 3635
Post
@ HbTree, AHP, DAWA: . DawA prces
M 09 09
can be applied to , 0I et ,QZ‘ZQZZ',fm lI
different u
representations

@ Combined with
corresponding

Post
H DAWA 4646 P’ 0Cess
post-processing
algorithms I I = II siatoay g
Flgure: Take H as input. Use DAWA+H post processing
22 55 1
Post
3 DAWA P’::ess
= -—) —
£=1.0 lso(omc
DI II I regression 0000
Hy H, He H, X

Figure: Take H. as input. Use DAWA+Hc post process

Figure: Take H, as input. Use DAWA+Hg post processing
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